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Why Rigging?

Impressive geometry, texture, but… Static

Clay Tripo



Rigging definition

Input mesh Skeleton Skinning weights Animation

Linear blend skinning (LBS):



Previous solutions

1. Template-based

2. Template-free

3. Rely on additional inputs

Automatic rigging:

Manual rigging:

Manual rigging is time-consuming 
and requires significant expertise.



Previous solutions: template-based

• Rely on predefined templates.

• Fit a predefined skeleton template to the 3D model by 
minimizing the fitting cost.

• Difficult to generalize across diverse categories.

Automatic Rigging and Animation of 3D Characters (Pinocchio), Baran et al., Siggraph 2007



Previous solutions: template-free

• Strong assumption that input shapes maintain a consistent 
upright and front-facing orientation.

• Difficult to scale up.

• Introduce a small dataset with less than 3k models.

RigNet: Neural Rigging for Articulated Characters, Xu et al., Siggraph 2020



Previous solutions: Summary

•  the lack of a large-scale, diverse dataset for training 
generalizable models.

•  the need for an effective framework capable of 
handling complex mesh topologies, 
accommodating varying skeleton structures.



Our solution: MagicArticulate

•  Introduce Articulation-XL, a large-scale dataset containing over 33k 3D 
models with high-quality articulation annotations.

•  Formulate skeleton generation as a sequence modeling problem.

•  Predict skinning weights using a functional diffusion process.



Dataset: Articulation-XL

Articulation-XL2.0 with over 48K data has been open sourced. 
roughly 16× larger than the RigNet dataset.



Dataset: Articulation-XL

1. Initial data collection (glb, fbx, dae, etc).

2. VLM-based filtering and manual review.

3. Category label annotation. 

Articulation-XL2.0, the data with rigging has been deduplicated (over 150K).



Dataset: some examples
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Generated skeleton
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Auto-regressive skeleton generation



Skeleton sequence modeling

Modeling skeleton as a sequence of bones.

Mesh

Faces Bones

3/4 Vertices 2 Joints

Skeleton



Skeleton tokenization: sequence of bones

B1 = (x1, y1, z1, x2, y2, z2)

B2 = (x2, y2, z2, x3, y3, z3)

How to sort this sequence?

normalization --> discretization --> 6b sequence



Sequence ordering 



Skinning weight prediction: functional diffusion



Skinning weight prediction

×N



Skeleton generation results



Skeleton generation results



Skeleton generation results
These Chamfer Distance-based metrics measure the spatial alignment between generated and 
ground truth skeletons. Lower is better.



Skinning weight prediction results



Skinning weight prediction results



Skinning weight prediction results



However, animations still require manual efforts…



1. Limited generalization to diverse pose inputs.

Rigging issues in MagicArticulate

2. Skeleton sequence modeling can be more efficient.

3. Functional diffusion exhibits poor cross-dataset 
generalization and suffers from slow inference.



Automatic rigging and animation



Pipeline



main set (48K) + diverse-pose subset (11.4K) = 59.4K

Dataset expansion



Automatic rigging



Automatic rigging: skeleton

Bone-based (6b):

Joint-based (4j): 4j < 6b whenever j > 3



Automatic rigging: skinning weights



Video-guided 3D animation

Input: rigged model, video

we optimize root motion

For each frame

joint-specific rotation  



• All dataset: main set (48K) + diverse-pose subset (11.4K)
• For training: main set (46K) + diverse-pose subset (10.9K)
• For test:
1. 2K from main set
2. 500 from the diverse-pose subset (rest pose also unseen)
3. 270 from ModelsResource, upright, front-facing, for cross-dataset 

generalization

Experiments



Skeleton generation results

Main set

ModelsResource

Diverse-pose



Skeleton generation results



Skeleton results on AI-generated meshes



Skeleton results on AI-generated meshes



Skinning weight results

Main set

ModelsResource

Diverse-pose



Skinning weight results



Animation results



Feed forward 3D animation

1. The animation optimization takes more than 20 minutes per 
object.

2. Rendering and tracking losses can cause ambiguity.

3. Require multi-view supervision.



Thanks!
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